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Storm and combined sewer collection systems can fill rapidly during large precipitation events leading to a dynamic condition referred to as geysering in which an intense upward movement of a mixture of air and liquid rises through a vertical shaft well above the grade elevation. In some instances, the untreated liquid mixture jets tens of meters above the ground surface posing safety risks and flooding hazards. To date, most discussions of the rapid filling of stormwater systems present analyses of inertia-induced surges in the system. Numerical modeling such as that presented by Cardle and Song (1988) and Guo and Song (1991) have only considered single phase (water) flow phenomena to simulate the occurrence of geysers. Lewis et al. (2011) and Wright et al. (2011) present pressure data for a geyser event in a stormwater tunnel in Minneapolis, Minnesota that indicates the geyser could not have been produced by an inertial surge since the hydraulic grade line remained more than 20 m below grade during a series of geysers that jetted 15 m to 20 m into the air.

Laboratory studies conducted by the authors and others (Wright et al., 2003; Vasconcelos and Wright, 2005a; Wright et al., 2007) pointed to the role of discrete pockets of entrapped air in geyser formation. During the course of the study by Vasconcelos and Wright (2005b), observations were made of the interaction of a large trapped pocket of pressurized air migrating along the 9.4 cm diameter pipe crown with a 2.5 cm diameter ventilation shaft approximately 50 cm high and surcharged to an initial water depth of about 25 cm. Two distinct jets of water were observed, first as the front of the air pocket arriving at the shaft forced water out the top of the shaft ahead of it and then as the trailing end of the air pocket left the pipe and water refilled the ventilation shaft.
shaft. The second jet of water reached over 1 m above the top of the ventilation shaft and was stronger than the initial jet. Since the small scale laboratory experiments do not dynamically reproduce all phenomena associated with water ejection at the scale of stormwater tunnels, it was unclear which of the two water jets was most closely associated with the geyser phenomenon seen in videos of actual sewer systems. This question led to the current investigation during which a number of different types of experiments were performed in order to develop a more comprehensive understanding of the processes that result in geyser formation. Several of these studies have been reported (Wright et al., 2007; Lewis et al., 2010; Lewis et al., 2011). This chapter aims to summarize these studies in an attempt to clarify the physical processes that may occur in rapidly filling pipeline systems to generate geyser events. To gain more insight into the processes involved in the observed laboratory surges associated with air, it was decided to perform additional experiments that dealt separately with the issue of the air arrival at the vertical shaft and the displacement of air from the system by pressurized water. More different types of experiments were performed, but only two sets of experiments are reported in this chapter. The dissertation by Lewis (2011) describes the entire experimental program and results. An interpretation of the results is provided to indicate the most likely processes involved in geysering and the critical variables that control the strength of the geyser. As mentioned above, the small scale laboratory experiments do not reproduce all dynamic effects so an interpretation is required, but the experiments suggest an explanation for the geyser formation.

2.1 Air Displacement from Pipeline

2.1.1 Experimental Setup

These experiments have been described previously by Wright, et al. 2007; the experimental setup is indicated in Figure 2.1. A 7.79 m horizontal length of 9.5 cm diameter clear acrylic pipe was connected to a butterfly valve that controlled flow from a constant head reservoir. At the downstream end of the system, a weir controlled the initial water depth within the horizontal pipe. When the valve was suddenly opened, a pipe filling hydraulic bore (similar to the bore observed at the trailing end of a discrete air pocket) began to propagate along the pipeline. When the bore reached the vertical riser, water surged up into the riser located 3.47 m downstream from the valve. Experiments were performed for three different cases: the riser was completely open at the top; the riser was completely blocked at the top such that air was compressed within the riser; and a small diameter nozzle restricted air release from the riser. Only results for the first two cases are presented herein.
Figure 2.1 Experimental apparatus for the air displacement experiments.

Video observations were made for each trial as well as three continuous pressure recordings. The pertinent measurement reported herein involves the transducer located in the riser near the bottom. During a portion of some experiments, this transducer was located above the water level in the riser and therefore did not record pressure.

The reservoir elevation, initial depth, riser diameter, and ventilation were adjusted through the ranges presented in Table 2.1. As indicated in the table, the initial water depth in the horizontal pipeline downstream of the valve was adjusted to various depths of 50%, 70%, 95% and 100% full with respect to pipe diameter. The weir box at the downstream end of the system had base dimensions 0.240 m by 0.240 m. The weir crest elevation was adjusted by installing sharp-crested Plexiglas pieces of different heights into the end wall of the weir box. The weir crest height produced the desired initial water depth in the pipeline while the water flow over the crest was sufficient to maintain a full pipe condition after the pipe filling bore arrived at the downstream end of the system. Each vertical riser consisted of clear acrylic tubing with height >1.8 m, sufficiently tall that all surges were contained within the riser.

Table 2.1 Experimental variables.

<table>
<thead>
<tr>
<th>Initial Depth</th>
<th>50%, 70%, 95%, 100% of pipe diameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ventilation</td>
<td>Open, closed, ~ 5% open</td>
</tr>
<tr>
<td>Riser Diameter</td>
<td>44.4 mm, 25.4 mm, 12.7 mm</td>
</tr>
<tr>
<td>Reservoir Elevation</td>
<td>0.627 m, 0.703 m, 0.822 m to pipe invert</td>
</tr>
</tbody>
</table>

2.1.2 Results

Key observations were related to the effect of degree of ventilation and ventilation riser diameter as indicated in Figures 2.2 and 2.3, respectively.
Figure 2.2 Influence of ventilation on maximum surge pressure.

Figure 2.3 Influence of riser diameter on maximum surge pressure.

Figure 2.2 indicates that the open and closed ventilation experiments experienced approximately the same maximum pressure for otherwise similar flow conditions. The peak riser pressures during the closed ventilation experiments were consistently a little higher. In two of the cases shown in Figure 2.2 the maximum pressure was 0.2 m higher for the closed ventilation conditions. These pressure differences are presumably due to the local energy losses as the water flowed into the riser for the open ventilation experiments. This observation suggests that the fluid inertia in the vertical riser is negligible in both cases and that the inertia in the main pipeline is responsible for the surge level in the
rifer and does not depend on how the pressurization at the riser base occurs (whether by water level rise in the riser or by the compression of the air above the water). Figure 2.3 indicates that the riser diameter has essentially no effect on the maximum pressure experienced in the riser. This would be the case considering that the water level change in the riser is due to inertial surge, as indicated in the equations presented below. Both these observations provide support for the notion that the water level rise in the riser under the case of air displacement is an inertial surge process. The following section provides additional support for this conclusion.

2.1.3 Numerical Modeling

A simplified numerical model that considers the inertia of the liquid in the system was implemented to compare with the experimental results. The three control volumes used in the numerical model are shown in Figure 2.4; two around the liquid in the main tunnel on each side of the riser and one in the riser. The liquid in each control volume was assumed incompressible and represented by a single velocity (except when a hydraulic bore is propagating through the control volume in which case there is a different velocity on either side of the bore). The upstream section of the tunnel was represented in the numerical model by a straight control volume, but included the energy losses of the 90° elbows in the friction representation discussed below; the rigid column formulation can be shown to require the correct length and not the detailed geometry. The cross sectional areas of the control volumes were known. The system was initially at rest with an initial depth in the main tunnel of 50%, 70% or 95% of the tunnel diameter. The numerical model began with the valve opening (assumed instantaneous) at time $t = 0$.

Figure 2.4 Sketch of the control volumes used in the rigid column method.

The rigid column approach uses the conservation of mass and momentum principles within each control volume to solve the system of equations. Since
computing the propagation of the pipe filling bore was required, the first part of the simulation began by splitting the first control volume into two parts (i.e. ahead of and behind the bore). As the bore progressed forward, it moved in a shape similar to that sketched in Figure 2.5, depicted in a frame of reference moving with the bore that is assumed to have a quasi-steady speed of propagation. The conservation of mass and momentum equations across the bore front are given in Equations 2.1 and 2.2.

\[(V_s - V) \cdot A_p = V_s \cdot A_{fs} \]  

\[P \cdot A_p + \rho \cdot (V_s - V)^2 \cdot A_p = \]  

\[\rho \cdot g \cdot \bar{y}_{fs} \cdot A_{fs} + \rho \cdot V_s^2 \cdot A_{fs} \]

where:

- \(P\) = gauge pressure behind the bore front,
- \(A_p\) = area of the full pipe,
- \(V_s\) = bore velocity,
- \(V\) = fluid velocity behind the bore,
- \(\bar{y}_{fs}\) = centroid depth in the downstream free-surface portion of the flow,
- \(A_{fs}\) = area of the free surface section,
- \(g\) = gravity, and
- \(\rho\) = density of the fluid.

---

![Figure 2.5 Schematic of the propagating bore.](image-url)

The computation began in the control volume labeled above as \(l\) in Figure 2.4 by calculating the propagation of the bore. The system was at rest to the right of the pipe filling bore, so control volumes downstream of the bore front were ignored initially. Equation 2.3 gives the conservation of momentum in the control volume to the left of the pipe filling bore, where \(x\) represents distance from the upstream end to the bore location:
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\[ \rho A_1 x \frac{dv_1}{dt} = \rho g A_1 \left( H_R - H_{bore} - \frac{f_1 x v_1^2}{D_1 2g} \right) \] (2.3)

where:

\[ l = \text{conditions behind the bore}, \]
\[ H_R = \text{pressure head at the supply reservoir}, \]
\[ H_{bore} = \text{pressure head just behind the bore}, \]
\[ f = \text{Darcy–Weisbach friction factor}. \]

This model assumes that all of the local losses in control volumes 1 (and 3, as described further below) can be represented by wall shear through a single representative roughness value in the form of a material roughness variable. The friction in the main tunnel is calculated using the Swamee and Jain (1976) explicit expression of the friction factor as a function of material relative roughness \( \varepsilon/D \) and the Reynolds number.

The computational procedure uses Equations 2.1, 2.2 and 2.3 to solve for the bore speed \( V_3 \), \( H_{bore} \), and \( dv_1/dt \) at each time step. From this, the variables \( v_1 \) and \( x \) can be updated for the next time step, using a forward difference. Once the bore reached the base of the riser, control volume 1 was then modeled as a rigid column of liquid moving with a single velocity. Computations then began in the other two control volumes (labeled 2 and 3 in Figure 2.4).

Initially, calculations within control volume 3 were broken into two parts; ahead of and behind the pipe filling bore. Equation 2.4 was used for momentum conservation with a numerical procedure similar to the steps above until the bore reached the downstream end.

\[ \rho A_3 (x - L_1) \frac{dv_3}{dt} = \rho g A_3 \left( H_{base} - H_w - \frac{f_3 (x - L_1)v_3^2}{D_3 2g} \right) \] (2.4)

where:

\[ L_1 = \text{total length of control volume 1}. \]

Here, the bore location \( x \) still represents the distance from the upstream end. Once the bore reached the downstream end of the system, control volume 3 was also modeled as a single rigid column.

The length of control volume 2, in the riser, changed with the water level. A conservation of mass equation (Equation 2.5) can be formulated discretely at the base of the vertical riser using the three control volumes shown in Figure 2.4 to obtain:

\[ \rho v_1 A_1 = \rho v_2 A_2 + \rho v_3 A_3 \] (2.5)
where the various subscripts refer to the different control volumes.

Equations 2.6 through 2.8 indicate the momentum equations for each of the three control volumes:

\[
\rho A_1 L_1 \frac{dv_1}{dt} = \rho g A_1 \left( H_R - H_{base} - \frac{f_1 L_1 v_1^2}{D_1 2g} \right)
\]  \hspace{1cm} (2.6)

\[
\rho A_2 L_2 \frac{dv_2}{dt} + \rho A_2 v_2 \frac{dL_2}{dt} - \rho A_2 v_2^2 = \rho g A_2 \left( H_{base} - L_2 - K \frac{v_2^2}{2g} \right)
\]  \hspace{1cm} (2.7)

\[
\rho A_3 L_3 \frac{dv_3}{dt} = \rho g A_3 \left( H_{base} - H_w - \frac{f_3 L_3 v_3^2}{D_3 2g} \right)
\]  \hspace{1cm} (2.8)

where:

- \( L_2 \) = height of the water in the riser,
- \( H_{base} \) = pressure head at the base of the riser,
- \( H_w \) = pressure head at the riser expansion,
- \( K \) = local loss coefficient for flow from the horizontal pipe into the riser, and
- \( f \) = representative friction factor (Darcy–Weisbaach).

A conservation of mass equation (Eq. 2.9) within the riser is used to cancel the middle two terms of Eq. 2.7:

\[
\frac{dL_2}{dt} = v_2
\]  \hspace{1cm} (2.9)

Equations 2.5 through 2.9 were then used to solve for the five unknowns, namely \( v_1, v_2, v_3, L_2 \) and \( H_{base} \) for each time step.

The energy loss parameters in each of the three control volumes were adjusted such that the numerical model results aligned with the experimental results for the selected trial shown in Figure 2.6. The representative roughnesses used in the first and third control volumes were \( \varepsilon_1/D_1 = 0.06 \) and \( \varepsilon_3/D_3 = 0.0001 \). Control volume 1 was expected to have a much larger representative roughness than control volume 3 due to the presence of the entrance, the elbows, and the valve at the upstream end. More recent
experiments performed by others at the University of Michigan suggests that the loss coefficient for the fully open valve is on the order of about 6, implying that this is the major loss in the system. The local loss coefficient used in the T-shaped junction as flow entered the base of the riser was 2.1\((D_1/D_3)\). Using the adjusted parameter values, the numerical model was then compared with other selected experimental conditions shown in Figures 2.7 and 2.8. Although this representation of the energy losses is somewhat simplistic, it can be seen that the model that was calibrated for a single experiment can be used to predict pressure variations in other cases.

![Figure 2.6 Calibration of model parameters to experimental results.](image1)

![Figure 2.7 Comparison 1 of numerical model to experimental results.](image2)
2.1.4 Discussion

The observations from these sets of experiments along with the numerical modeling results make it very clear that the water rise is due to inertial surge. The numerical model, when energy losses are accounted for, has the ability to predict the timing of the oscillations as well as the peak surge magnitudes and their rate of decay. Also one would expect the pressure surge to be fairly similar whether an open ventilation riser or a capped riser with air compression is considered (although the timing would be different in the two cases) so long as energy losses in the riser itself are relatively minor. This was found to be the case in the full set of experimental results presented in Lewis (2011). Note that the surge equations are basically independent of the cross-sectional area, suggesting that the surge should not be strongly dependent on the riser diameter, as was observed.

Implications of these findings are that single phase flow models such as have been currently applied to tunnel filling simulations should be capable of providing reasonable predictions of these processes. It should be noted however, that this mechanism is not capable of producing the geysers reported in Lewis, et al. (2011) and Wright, et al. (2011). In the field data analyzed in those studies, the pressure head in the tunnel remained at least 20 m below ground level during the series of geysers that developed and inertial surge is eliminated as a mechanism for geyser formation. This leads to the conclusion that air must have been involved in the geyser process and the results in the next section provide a framework that allows an understanding of how trapped air pockets can contribute to geyser development.
2.2 Air Capsule Experiments

2.2.1 Experimental Setup

The experimental setup sketched in Figure 2.9 was constructed to observe the behaviour of a single large air pocket rising through a surcharged vertical shaft. Here, the horizontal 0.095 m diameter clear acrylic pipe was connected to a constant pressure head reservoir. Two different vertical riser diameters near the upstream reservoir were used, namely 0.095 m and 0.044 m. In addition, the reservoir level was adjusted to two different values of 0.203 m and 0.457 m above the invert of the main tunnel. Also, three different volumes of the air capsule were used, namely 1.59 L, 3.14 L and 5.97 L. These air volumes were obtained by partially filling the section of pipe to the right of the valve in Figure 2.9 so that the air volume in that section was equal to one of the above values. The experiment was performed by rapidly opening the valve allowing the air pocket to propagate towards the reservoir. The values of the variables are presented in Table 2.2 and each combination of the values was tested with four repetitions. Frames from the video camera were used to measure the vertical positions of the nose of the rising air pocket and the liquid free surface at each time step (30 frames/s, or \( \Delta t = 0.033 \) s). The average experimental error for the water rise, estimated from the standard deviation of the repetitions, was 0.04 m. Two experimental scenarios, namely the two larger air volumes with the small shaft diameter and higher reservoir level, had significantly greater errors than the other measurements, an estimated 0.15 m, due to the higher rise and necessary zooming out of the camera, to capture the entire experiment in the field of camera view.

![Figure 2.9 Apparatus used for the air capsule experiments.](image)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Range of values tested</th>
<th>Normalized values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertical riser diameter</td>
<td>0.044 m and 0.095 m</td>
<td>0.47 and 1.0 ([D_{rise}/D_{tunnel}])</td>
</tr>
<tr>
<td>Reservoir level</td>
<td>.203 m and .457 m above invert</td>
<td>2.13 and 4.80 ([H_{res}/D_{tunnel}])</td>
</tr>
<tr>
<td>Air capsule volume</td>
<td>1.59 L, 3.14 L and 5.97 L</td>
<td>1.84, 3.64, and 6.91 ([Vol_{air}/D_{tunnel}^3])</td>
</tr>
</tbody>
</table>
2.2.2 Results

The initial rise of the air pocket within the vertical riser was capable of lifting water significant distances. As expected, the free surface water level moved upward as the air pocket rose within the shaft. Generally, the free surface continued to rise as the nose of the air pocket, moving faster than the free surface, caught up to the free surface and broke through the interface. The geyser strength is defined as the elevation of the free surface level relative to the tunnel invert at the instant that the air pocket’s nose reached it. In many cases, this does not describe the total height of rise of the water since the upward momentum of the air and water may continue to lift the water higher after the air pocket reaches the free surface; however, the focus of this experimental setup was primarily the initial rise of the nose of the air pocket. Table 2.3 reveals a fairly clear influence of each variable on the rise of the liquid due to the initial air arrival into the vertical shaft.

Table 2.3 Geyser strengths for each set of variable conditions.

<table>
<thead>
<tr>
<th>Riser diameter (m)</th>
<th>Reservoir level (m)</th>
<th>Air capsule volume (L)</th>
<th>Initial liquid surcharge volume (L)</th>
<th>Geyser strength (m)</th>
<th>Geyser strength (normalized by reservoir level)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.044</td>
<td>.203</td>
<td>1.59</td>
<td>0.31</td>
<td>0.33</td>
<td>1.63</td>
</tr>
<tr>
<td>0.044</td>
<td>.203</td>
<td>3.14</td>
<td>0.31</td>
<td>0.37</td>
<td>1.82</td>
</tr>
<tr>
<td>0.044</td>
<td>.203</td>
<td>5.97</td>
<td>0.31</td>
<td>0.40</td>
<td>1.96</td>
</tr>
<tr>
<td>0.044</td>
<td>.457</td>
<td>1.59</td>
<td>0.69</td>
<td>0.78</td>
<td>1.72</td>
</tr>
<tr>
<td>0.044</td>
<td>.457</td>
<td>3.14</td>
<td>0.69</td>
<td>2.07</td>
<td>4.54</td>
</tr>
<tr>
<td>0.044</td>
<td>.457</td>
<td>5.97</td>
<td>0.69</td>
<td>2.23</td>
<td>4.88</td>
</tr>
<tr>
<td>0.095</td>
<td>.203</td>
<td>1.59</td>
<td>1.44</td>
<td>0.24</td>
<td>1.16</td>
</tr>
<tr>
<td>0.095</td>
<td>.203</td>
<td>3.14</td>
<td>1.44</td>
<td>0.26</td>
<td>1.30</td>
</tr>
<tr>
<td>0.095</td>
<td>.203</td>
<td>5.97</td>
<td>1.44</td>
<td>0.26</td>
<td>1.30</td>
</tr>
<tr>
<td>0.095</td>
<td>.457</td>
<td>1.59</td>
<td>3.24</td>
<td>0.51</td>
<td>1.11</td>
</tr>
<tr>
<td>0.095</td>
<td>.457</td>
<td>3.14</td>
<td>3.24</td>
<td>0.59</td>
<td>1.29</td>
</tr>
<tr>
<td>0.095</td>
<td>.457</td>
<td>5.97</td>
<td>3.24</td>
<td>0.61</td>
<td>1.34</td>
</tr>
</tbody>
</table>

For all of the experiments, the geyser strength increased as the volume of the air pocket increased. One reason is that if there is less air than is necessary to completely fill the riser cross-section, the buoyant force is greater for larger air pockets since the volume of displaced liquid is greater. However, if there is more air than is necessary to fill the riser, this physical principle may not be important since any remainder of the buoyant force is exerted on the tunnel crown.

A second important factor is related to the arrival of the air at the base of the vertical riser. Other experiments reported by Lewis et al. (2010) showed that the larger air pocket is able to migrate at a somewhat greater velocity and greater thickness through the tunnel. This allows the air to arrive at the base of
the vertical riser at a greater rate than smaller air pockets. In particular, this distinction in air flux would be especially noticeable with regards to whether or not the rising air is capable of filling most of the riser cross section. If the air flux is small enough, air just bubbles up in the riser, which will still lift water as in an air lift pump. However, a rising bubble that fills most or all of the cross section will lift the liquid much higher.

Another critical factor in the influence of the air pocket’s volume is the ratio of the volume of air to the volume of liquid in the riser. If the air pocket is large enough to rise through the entire column of liquid while still having a significant air volume remaining in the main tunnel, this will create a higher rise than an air pocket that is contained solely within the riser prior to reaching the free surface. This influence is clearly noticed in the case of the smaller diameter riser (0.044 m) and the higher reservoir level of 0.457 m. The smallest air volume of 1.59 L is initially 2.8 times the volume of the surcharged liquid, but the migration process causes it to break into smaller pockets which spread across the top of the tunnel.

The results of video observations presented in Figure 2.10 show that the vertical movement of the interface begins to decelerate starting at around 0.7 s, back to the Davies and Taylor (1950) velocity, which is most likely caused by a discontinuation of the air arrival into the base of the riser. The velocities of the 3.14 L and 5.97 L air pockets did not level off, meaning that the air arrival was sufficient to continue accelerating the water upward as shown in Figures 2.11 and 2.12.

Figure 2.10  Experimental data of the free surface ($Y_{fs}$) and the nose of the rising air pocket ($Y_{int}$) for $D_{Ris} = 0.044$ m, $Vol_{air} = 1.59$ L, and $H_{Res} = 0.457$ m (the letters a, b, etc. represent trials for the same conditions.)
Table 2.3 also shows that increasing the reservoir level increased the height of water rise. The reservoir level determines the volume of liquid that is surcharged initially within the vertical riser and this volume of liquid must flow downward around the perimeter of the rising air pocket. When the reservoir level is higher, there is a greater volume of liquid which has to flow through this film region and this takes more time.
If the air continues to arrive at the base of the riser and if the free surface level continues to rise, then the longer rise time associated with the higher reservoir level creates a higher level of liquid before the air reaches the free surface. The dimensionless rise of liquid, normalized by the reservoir level, was relatively the same for the experimental conditions involving the larger diameter. For the 0.095 m diameter riser, the dimensionless rises of the 1.59 L air pocket through the 0.203 m and 0.457 m reservoir levels were 1.16 and 1.11; the 3.14 L air volume through the lower and higher reservoir levels were 1.30 and 1.29; and the 5.97 L air volume levels were 1.30 and 1.34. Figure 2.13 shows the video observations of the 1.59 L air volume rising through the 0.457 m initial water level for the larger diameter (0.095 m) riser, with multiple repetitions of the same conditions labeled a, b, c and d.

![Graph showing dimensionless rise height](image)

Figure 2.13 Video observations of the free surface ($Y_{fs}$) and the air/water interface at the nose of the rising air pocket ($Y_{int}$); shows a nearly constant velocity of rise for the larger diameter shaft.

The rise velocity appears very close to the constant Davies and Taylor velocity as there seems to be a lack of a strong driving force to accelerate the air upward. This provides an explanation for how the large diameter dimensionless geyser strengths in Table 2.3 are similar between the two reservoir levels for each experiment. This also implies that the vertical air flow is constrained by the horizontal air arrival rate from the tunnel. The dimensionless rise heights of the smaller diameter shaft are clearly not similar, because the velocity (or slope in Figures 2.10, 2.11, and 2.12) of the air rise through the higher initial water level is not constant. The larger air volumes give very large rises because the air pocket continues to accelerate until it reaches the free surface.
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It is unknown whether a reservoir level much greater than the relative conditions of this experiment would continue to have an influence of increasing the rise height of the liquid. It is doubtful that the air would continuously accelerate for a very high column of liquid since the inertia of the long vertical column of liquid may preclude a strong acceleration. More investigation will be necessary to understand the relations between the various factors influencing water rise in a surcharge shaft.

Finally, of significant importance, the smaller riser diameter resulted in a higher liquid rise than the larger diameter for these experiments. The greater film flow around the perimeter of the larger diameter partially contributes to this influence. Another factor, though, could be the relative arrival rate of the air depending on the air volume and migration velocity in the tunnel. Although it was not evident for these experiments, the air flow could be broken up if it rises faster through the riser than it migrates through the horizontal tunnel or it may not fill the entire riser cross-section.

Overall, the vertical velocity of the air–water interface in some experiments achieved much greater speeds than was predicted from the Davies and Taylor (1950) expression. However, not all experiments exceeded the Davies and Taylor velocity, especially experiments with smaller air volumes or large riser diameters. An air volume much larger than the surcharge volume of liquid within the riser appears to be a key factor in creating strong vertical accelerations. In particular, the releases of the 3.14 L and 5.97 L air volumes through the 0.044 m diameter riser with a reservoir level of 0.457 m (shown in Figures 2.11 and 2.12) created rise heights greater than 4.5 times the initial water level. The Davies and Taylor velocity is 0.23 m/s for this diameter riser, but for these two scenarios the air interfaces reached velocities greater than 3 m/s. Comparing the air volume to the liquid surcharge volume in Table 2.3, the major accelerations all occur for air volumes noticeably larger than the initial surcharge volumes.

2.2.3 Numerical Modeling

A rigid column formulation for predicting the vertical behaviour of the air and water was developed by Vasconcelos and Wright (2011). The model calculates the film flow downward around the perimeter of the vertical riser, similar to that proposed by Batchelor (1967), by solving Equations 2.10 and 2.11 and assumes that this film thickness remains constant.

\[ Q_{\text{displaced}} = Q_f \]  

(2.10)
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\[
\frac{\pi}{4} U_B (D_{\text{ris}} - 2\delta)^2 = \frac{\pi}{3} \frac{gD_{\text{ris}}(\rho_w - \rho_a)\delta^3}{\mu_w}
\]  
(2.11)

where:

- \( Q_{\text{displaced}} \) = water flow displaced by the upward moving air pocket,
- \( Q_f \) = film flow around the air pocket,
- \( U_B \) = rising velocity of a bubble according to Davies and Taylor,
- \( \delta \) = film flow thickness,
- \( \rho_w \) = water density,
- \( \rho_a \) = air density, and
- \( \mu_w \) = dynamic viscosity of water.

For each time step, the changes in mass and momentum of the liquid column are calculated to determine the location of the free surface and the change in air pressure. The location of the lower air interface is also calculated.

The experimental setup used to test this model in the Vasconcelos and Wright study included a main tunnel capped at both ends with a single riser. As the valve separating the air and water was opened, the water level in the shaft quickly changed to a level required to satisfy hydrostatic pressure variation requirements until the air pocket arrived at the riser and began to rise, at which point the water level in the shaft started to rise at a somewhat lower rate to satisfy the imbalance between the film flow and the air rise.

For that experimental setup, the pressure throughout the entire system, including the pressure within the air pocket, can be assumed to be directly related to the liquid level within the riser assuming hydrostatic pressure variation. Therefore, the pressure within the air pocket drops as the air begins to rise due to the displacement of the water by the air and the resulting film flow. Although this assumption is appropriate for the Vasconcelos and Wright (2011) experiments, the setup used in this investigation is somewhat different. The reservoir at the upstream reservoir imposes a pressure which may keep the pressure within a large air pocket approximately constant.

Figures 2.14 through 2.17 show the results of this experimental investigation compared with the Vasconcelos and Wright (2011) numerical model for experimental conditions corresponding to those shown in previous Figures 2.10 through 2.13.

For most of the experimental conditions, the numerical model predicts nearly constant vertical velocities of the air–water interface and the free surface, with an air–water interface velocity near the Davies and Taylor relation. The model shows little movement of the free surface as the air–water interface rises to meet it. This behaviour is clearly observed with the 0.095 m diameter riser.
but not with the 0.044 m diameter riser. The experimental results with the smaller diameter riser typically show the air having a positive acceleration which causes them to be under-predicted by the numerical model. In particular, the predictions of a large air pocket through the smaller diameter riser at the higher initial water level deviated the most from the observed data.

Figure 2.14  Numerical results and video observations (same conditions as Figure 2.10).

Figure 2.15  Numerical results (same conditions as Figure 2.11).
Care should be taken when implementing the model for air volumes which may be smaller than required to occupy the vertical riser, as is probably the case for Figure 2.14. Although the initial capsule volume is larger than would occupy the 0.8 m height, the slope levels off in this image implying that the air arrival rate is too small. This is plausible since the air spreads along the crown of the tunnel between the downstream end and the vertical riser, limiting the air arrival. Also, the implementation of the numerical model is consistent here since the simulation only reaches a height of approximately 0.5 m above the tunnel invert, an air volume in the shaft which is less than half of the original air capsule volume.
In general, the numerical model under-predicts the rise heights and velocities when compared with the observed data. As mentioned above, the numerical model assumes that the pressure within the air pocket is directly related to the water level above it in the riser. In reality, the pressure of a large air pocket may also be influenced by the flow conditions within the main tunnel, specifically the surcharge pressure after the tunnel goes full. In the present study, the main tunnel pressure is held nearly constant by the upstream reservoir and this pressure is greater than the water level above the air pocket due to the film flow downward. Therefore the air pressure is being under-predicted by the numerical model which leads to the under-prediction of the interface rises.

A revision is suggested to the numerical model in which the pressure within the air pocket remains equal to the reservoir pressure throughout the rise process. This is implemented by assuming $dH_a/dt = 0$, which will not be exactly correct but serves as a reasonable first approximation. Again, implementation of the numerical model should consider the possibility that the finite air pocket volume could be smaller than exists within the riser; this would cause the vertical velocity to level off presumably to the Davies and Taylor velocity. Figure 2.18 shows the comparison between the experimental results and the two numerical alternatives for modeling the air pressure: first using the Vasconelos and Wright (2011) formulation (labeled 2011 V & W model in the figure) and the second using the reservoir pressure (labeled Revised).

![Figure 2.18 Comparison between experimental results and revised numerical model.](image)

The data is more closely aligned with the revised framework in which the air pressure is determined by the reservoir, rather than the initial assumption that it is equivalent to the liquid in riser. However, this revised simulation rises...
too quickly, accelerating to speeds greater than the experimental measurements. Most likely, the air pocket experiences drag as it accelerates and this has not been included in this numerical model. Further investigation would be required to include the drag acting on the air pocket as it rises. The assumption of constant reservoir pressure is not quite valid when the air is in motion, but it is expected to overestimate the vertical acceleration. In a real system, one would need to consider the conditions that would define the local pressure within the tunnel adjacent to the riser in order to be able to predict the air rise.

2.2.4 Discussion

The simplified numerical model that accounts for the exchange flow in a vertical riser appears to be capable of describing the essential characteristics of the rising air as observed in the various experiments. In particular, the model results indicate an important difference between the experiments reported in Vasconcelos and Wright (2011) and the present study. It is seen that when the pressure within the rising air is maintained at a higher level, much higher vertical velocities are developed within the riser. These conditions are considered to enhance the likelihood of geyser formation.

As discussed in the following section which interprets the laboratory results in light of field observations, a condition that seems to be requisite for the creation of geysers in stormwater systems is that trapped air that is released through vertical shafts be capable of attaining high vertical velocities. The results presented above suggest that there are several requirements necessary for large air rise velocities to develop. One is that the air pocket contains substantial volume so that air is released through surcharged water in the shaft while there is still sufficient air in the nearly horizontal conduit to exert the surcharge pressure from the liquid to the air phases. Once the air penetrates through the surcharged water, the tunnel pressure is then capable of accelerating the air to relatively high velocities.

Although more experiments are required to provide specific criteria, it is suggested that a simple way to consider the air volume requirement is that the air pocket volume must be somewhat greater than the surcharged volume in the vertical shaft in order to create conditions that would favor geyser formation. A second important consideration is the rate that air can enter the shaft from the horizontal conduit. If the air entry rate is constrained, then the air may not fill the entire shaft cross-section and while significant air surges may still occur, the conditions for geyser formation are not fulfilled. The two conditions that determine whether this situation occurs are related to the nature of the air pocket entrapment and the geometry of the vertical shaft. If the air pocket volume is small or if it must propagate a long distance so that it has an opportunity to
spread out along the tunnel crown, conditions are less favorable for geyser development. In a similar fashion, if the vertical shaft cross-section is not somewhat smaller than the tunnel cross section, constraints on air propagation may prevent even large air pockets from forming geysers.

2.3 Implications for Geyser Formation

It is stressed that geysers of the sort reported in Lewis et al. (2011) and Wright et al. (2011) were not observed in the small scale laboratory experiments discussed above. This is almost certainly due to the scale effects associated with the much smaller laboratory experiments not permitting the range of dynamic behaviour observed in large scale systems. The above mentioned references discuss the additional behaviour that is considered necessary to produce a geyser, namely the occurrence of a phenomenon referred to as flooding instability that results in the down-flowing water around the air core being sheared off in droplets and rising in a air–water mixture that is observed as a geyser. The velocity differences required to produce the flooding instability do not develop in the smaller scale laboratory experiments.

As reported in Wright et al. (2011) the visual occurrence of the successive geysers observed at a location in Minneapolis, Minnesota were associated with a sudden and temporary (for the duration of the geyser) drop in pressure within the tunnel. This pressure drop is presumed to be associated with the breakthrough of the rising air through the surcharged water. The subsequent air flow shears off the water and lifts it above grade due to the high air rise velocity, which is the visual manifestation of the geyser.

Given this interpretation, the laboratory results presented above provide a clear understanding of the conditions necessary for geyser formation. If an entrapped air pocket migrates along the crown of a pipeline and encounters a vertical shaft, the intrusion of the air front into the shaft can be strongly accelerated under certain circumstances as mentioned above and can result in the entrainment of water within the shaft, creating the geyser condition. It is not so clear whether additional water can be entrained from the flow within the tunnel itself and further investigations are necessary to determine this possibility. However, the expulsion of the trailing end of the air pocket from the tunnel is not responsible for the geyser process. That is basically an inertial surge process and may result in liquid flowing to grade under certain circumstances but does not seem to be able to produce the observed geysers jetting a few tens of meters into the air in several tunnel systems. It should be possible to predict the inertial surge process with a properly formulated single phase flow model, but not the geyser formation itself, which is clearly a two-phase flow phenomenon.
Air–Water Interactions that Generate Large Water Lift ...

Additional experiments performed by the authors have demonstrated other mechanisms for large vertical rises due to air/water interactions in vertical risers. For example, a number of closely spaced and smaller air pockets can interact to successively lift water large vertical distances; other phenomena are probably still to be elucidated. The key to developing further understanding is to systematically investigate air/water interactions in partially surcharged risers attached to horizontal conduits.

2.4 Conclusions

The experiments described in this chapter support the following conclusions.

Observations related to the migration of a single large entrapped air pocket along a horizontal conduit and the subsequent interaction with a vertical shaft attached to the crown have been interpreted in light of field observations in a stormwater tunnel system in Minneapolis, Minnesota that has experienced multiple geyser events. Based on a synthesis of available information, a plausible explanation for the geyser occurrence has been developed. The following conclusions are supported by this synthesis: The release of a single, large air pocket from a surcharged pipeline through a vertical riser can result in considerable vertical lift of the water both on the initial intrusion of the air into the riser and on the expulsion of the trailing end of the air pocket.

Air expulsion through the riser results in an inertial surge that is not the source of the observed geysers in the Minneapolis system but which could be simulated by appropriate single phase flow models that account for the surge process.

The observed geysers are almost certainly associated with a complex dynamic two phase flow process that involves intrusion of the leading edge of the air pocket into the partially surcharged vertical riser; this subsequently results in lifting of some of the water with the remainder flowing downwards around the perimeter of the rising air. This counter-current flow may result in sufficiently high velocities that shear off water droplets that are lifted upwards in reasonably high concentrations in the air flow creating the appearance of a geyser.

Necessary conditions for geyser formation include a fairly large air pocket and sufficient air flow through the horizontal pipeline to create conditions necessary for the upwards flowing air to basically fill the vertical riser shaft. A smaller diameter riser will contribute to the likelihood of these conditions being satisfied.

The described mechanisms are consistent with the limited field observations at the Minneapolis geyser site and are considered to be the explanation of the observed geysers at this and other un-monitored locations. This is not to exclude other possibilities in other stormwater systems.
Experiments in small scale laboratory systems do not adequately reproduce the dynamics of flow behaviour observed in large scale systems. Only by careful interpretation of all available information are the conclusions above possible.
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