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Abstract

This project compared the suitability of two hydrological models for the Flint River watershed (FRW). The Flint River flows into Wheeler Lake, which drains to the Tennessee River, a major source of water in northern Alabama. Two very widely used hydrological models, the Soil and Water Assessment Tool (SWAT) and the Storm Water Management Model (SWMM), were selected for this study. Both models were calibrated and validated for FRW. The calibration parameters were selected based on past research studies which used the same hydrologic models. The calibration parameters for SWMM and SWAT included basin, subbasin, soil, groundwater, channel and land use parameters. During calibration, both models were run at daily and monthly time steps, where simulated streamflows were compared with observed streamflows (years 2004–2013) and various statistical parameters were computed. While comparing simulated and observed monthly streamflows, SWAT showed better performance ($r = 0.86–0.97$, $R^2 = 0.73–0.93$, bias = 12.2%, RMSE = 5.6 m$^3$/s–8.9 m$^3$/s) than SWMM ($r = 0.70$, $R^2 = 0.50$, RMSE = 2 m$^3$/s–56 m$^3$/s, bias = 6.2%–8.4%). However, both models showed better performance for monthly streamflows than for daily streamflows. The evaluation determined that SWAT provides a more suitable model than SWMM when applied to a mixed land use watershed like FRW.

1 Background

Hydrological models are common tools used to simulate rainfall and evaluate runoff at local to regional scales. Past studies have shown the development and application of various hydrological models for different regions and have evaluated hydrological impacts at a watershed scale. The types of models that were used depended on the watershed features (e.g. land use, soil, size of the watershed), climate (e.g. temperature, precipitation) and environmental factors (e.g. water quality, ecology), and their data availability. The use of hydrologic models depends on problem definition, specific objectives, availability of data and computing facilities, economic and social constraints, model classification, and performance evaluation (Dooge 1972; Xu 2002). Various studies have discussed the applicability of different hydrological models, their classification, use and limitations for a specific region (e.g. Devi et al. 2015; Dwarakish and Ganasri 2015; Elliott and Trowsdale 2007; Gosling et al. 2011; Haris et al. 2016; Jajarmizadeh et al. 2012; Plate 2009; Xu 1999; 2002; Zoppou 2001).

Hydrological modeling is performed mainly to simulate the components of the hydrological cycle and to incorporate their spatial and temporal features. However, the components and their importance vary depending on the overall goals and objectives of the study and the modeled study area. This study used two hydrological models and explored their suitability based on model effectiveness during calibration and validation at a watershed level. A fully distributed model needs more detailed data which may be difficult to get experimentally or from literature. A lumped model may require less detailed information but performs uniform simulations that may not fully represent sub-catchment physical processes. The study area selected also has to be comparatively large to use the lumped model. Two semi-distributed models were used for this study such that the modelling processes were based on sub-catchments and either lumped or distributed parameters could be used to simulate each subcatchment. The two models selected were developed principally for urban and agricultural watersheds. Both hydrological models are public-domain physically-based semi-distributed models for which required data were freely available online or from published research literature. The selected rainfall–runoff models contained both hydrological and hydraulic components coupled to a streamflow routing model, and simulations could be performed at the same time steps. Although model representation of all physical processes in the watershed is necessarily complex, some models include their own algorithms and have limitations due to the conditions of their initial development. Both models used in this study have been very widely used for hydrological, hydraulic and water quality impacts in different regions, at different scales, and for watersheds with varying land use patterns and watershed characteristics. This study concentrated on a mixed land use watershed and evaluated the models at a local scale.
The approach taken in this study was to use two physically-based semi-distributed hydrological models with similar applications but differing initial model development assumptions. Model suitability was determined by how well the model performed for larger (sub)watersheds of mixed land use. Although the choice of models could be greater than the two used in this study, this paper can provide good insight for future studies that may use more than one hydrological model to perform impact assessment on larger watersheds with mixed land use and land cover. As this project continues, future evaluation of the models will include water quantity and quality. However, this paper evaluated model suitability based only on water quantity.

2 Methodology

2.1 Characterization of the Study Areas

This study was carried out on the Flint River watershed (FRW) which is a subwatershed of the Wheeler Lake watershed (WLW) in northern Alabama. The FRW (1443 km², 564 mi²) and WLW (7449 km², 2876 mi²) drain into the Tennessee River, a major source of water in the southeastern United States (ADEM 2008; TDEC 2016). This study used historical climate data (precipitation, minimum and maximum temperatures) available from four Alabama Mesonet stations (ALMNet; http://wx.aamu.edu/ALMNet.php), located in the upper regions of FRW, which have operated since 2002. ALMNet stations are part of the National Resources Conservation Service (NRCS) Soil Climate Analysis Network (SCAN) stations. The stream gauge station that was used in this study is operated by the U.S. Geological Survey (USGS) and is in Brownsboro, Alabama (USGS 03575100), as shown in Figure 1. FRW is of mixed land use predominantly consisting of forest, agri-cropland, agri-pasture, and urban land uses. Based on the National Land Cover Dataset (NLCD) during the years 2006 and 2011, higher conversion was observed for some land uses (urban, agri-pasture and agri-cropland). An increase of urban land use in the range 2%–8% was observed due to reductions in agri-pasture and agri-cropland in the upper and lower subbasins inside FRW (Majors and Acharya 2015).

2.2 Hydrological Models

Two hydrological models, the Soil and Water Assessment Tool (SWAT) and the Storm Water Management Model (SWMM), were selected for this study. Both models were calibrated and validated for FRW. Both models used the water balance principle at catchment and subcatchment scales. Snowmelt (snowpack) was not considered in either model for this study on the assumption that there is no significant snow contribution to FRW. As discussed earlier, both models have been widely used in urban and non-urban applications in many regions.

SWAT is a physically-based and distributed-parameter watershed-scale model. It was developed to quantify the impacts of climate and land management practices on hydrology, water quality and sediment for watersheds with various watershed properties such as size, soil, land use or management practices. SWAT was initially developed to manage water availability and non-point source pollution, and develop TMDLs (total maximum daily loads) for agricultural watersheds. SWAT can also simulate upland and channel processes and quantify pollutant loading under various land uses and land management scenarios. Although urban drainage systems were not fully represented and treated in SWAT, the model’s application has been extended to and successfully implemented for various regions, including urban watersheds, thereby making SWAT a competitive water quality model for urban watersheds (Kuhn 2014). Some related
applications of SWAT include predicting the impacts of land use change, climate change and management practices on water quantity (Acharya 2015; Lin et al. 2009; Santhi et al. 2006; Van Liew et al. 2007) and quality (Bracamont et al. 2006; Brzozowski et al. 2011; Pisinaras et al. 2010; Zhang et al. 2003).

In SWAT, each subcatchment consists of a number of hydrologic response units (HRUs), where each HRU represents an area having the same land use, soil cover, and land management conditions. Each HRU generates runoff which is routed through a reach or the main channel associated with each subcatchment and enters the stream reaches and channel network to give total runoff. Channel geometry and channel roughness, soil properties, and bank storage are considered important for runoff generation in the reaches and channels. The lateral subsurface flow in each soil layer is modeled based on a kinematic storage model embedded in SWAT. The lateral flow calculation is based on various parameters such as hydraulic conductivity, hill slope, soil porosity, soil water content, field capacity and recharge (Neitsch et al. 2009). The major losses in SWAT are calculated as infiltration, interception in terms of canopy storage, evapotranspiration, and abstraction or transmission losses for ephemeral streams. The canopy storage represents the amount of water intercepted by the vegetation canopy during precipitation which is later lost to the atmosphere through evaporation. The canopy storage is different depending on the leaf area index for each land cover in the atmosphere through evaporation. The canopy storage is different depending on the leaf area index for each land cover in the atmosphere through evaporation.

In SWMM, each subcatchment generates runoff based on precipitation which is routed through a system of pipes and channels (the conveyance system) located downstream to give total runoff. Channel geometry along with pervious and impervious areas, channel roughness values, and soil properties are considered important to runoff generation in the channels. Groundwater flow is modeled using aquifer objects which receive infiltration from each subcatchment and contribute to base flow (Rossman 2010). Groundwater flow is sometimes considered an external inflow in SWMM since aquifer objects are created separately and linked to subcatchments as required. As mentioned earlier, groundwater compartment (flow) was not considered or calibrated for this study due to lack of the detailed additional information (porosity, wilting point, field capacity, conductivity and conductivity slope, tension slope, evaporation fraction and depth, groundwater loss rate, moisture, and bottom and water table elevations) required for the aquifer. The major loss components in SWMM are infiltration, evaporation and initial abstraction (IA) where IA includes interception and depression storage based on the unit hydrograph and IA parameters. This study did not use IA parameters and made no calculation of IA.

2.3 Calibration

FRW was divided into a number of subwatersheds and the hydrological models were calibrated at daily and monthly time steps using various calibration parameters. SWAT can simulate both single and continuous events, and runs in daily or more frequent time steps. SWAT is used for continuous events but is not event based. Although hourly outputs are possible in SWAT, simulations can be carried out only at a minimum of daily or less frequent time steps. Thus model simulations were carried out at the minimum of daily time steps and results for both models were compared. The BASINS tool (Better Assessment Science Integrating Point and Nonpoint Sources) was used to set up the modeling framework for the SWAT model (USEPA 2015) and the SWAT model was defined inside ArcSWAT. The modeling framework included subbasin delineation, the locations of weather stations, subbasin characteristics, major reaches and watershed outlets.
Both models were calibrated by changing various parameters within their ranges and performing sensitivity analysis. Selection of suitable parameters for use during calibration which are directly related to the physical processes in the watershed represented inside the model is a difficult task. Estimation of all selected parameter values based on field measurements or experiments is challenging and difficult (Jacomino and Fields 1997). Most of the calibration parameters selected in this study and the ranges of their values were selected based on literature that used similar hydrological models to this study.

The calibration parameters for SWMM and major literature references are summarized in Table 1. The major calibrated parameters included basin (width, percent impervious, percent slope imported from BASINS), subbasin (Nimpervious, Npervious, Simpervious, Spervious), conduit roughness (N), and infiltration characteristics related to the Green–Ampt method (suction head, ψ; saturated hydraulic conductivity, K; maximum soil moisture deficit, IMDmax) and the Horton equation (Min and Max infiltration, Decay, Dry Time).

Table 1 Selected calibration parameters for SWMM model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Range</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percent Impervious</td>
<td>±10%</td>
<td></td>
</tr>
<tr>
<td>Width</td>
<td>±30%</td>
<td></td>
</tr>
<tr>
<td>Slope</td>
<td>±30%</td>
<td></td>
</tr>
<tr>
<td>Nimpervious (impervious area roughness)</td>
<td>0.01–0.015</td>
<td>SWMM Manual (Rossman 2010) and other references discussed in text.</td>
</tr>
<tr>
<td>Npervious (pervious area roughness)</td>
<td>0.02–0.4</td>
<td></td>
</tr>
<tr>
<td>Manning’s N</td>
<td>0.01–0.1 (Conduits); 0.011–0.015 (Overland Flow); 0.02–0.14 (Open Channels)</td>
<td></td>
</tr>
<tr>
<td>S-Impervious (impervious depression, IDS)</td>
<td>(0.3–2.3) mm, (0.012–0.091 in.)</td>
<td>Huber and Dickinson 1988</td>
</tr>
<tr>
<td>(Openland Flow)</td>
<td>(0.05–0.15 in.)</td>
<td>USDCM 2016 (Table 6-6)</td>
</tr>
<tr>
<td>S-pervious (pervious depression, POS)</td>
<td>(0.05–0.15 in.)</td>
<td>USDCM 2016 (Table 6-6)</td>
</tr>
<tr>
<td>Min. Infiltration</td>
<td>(0.01–0.05) in./h</td>
<td></td>
</tr>
<tr>
<td>Max. Infiltration</td>
<td>(1–5) in./h</td>
<td>SWMM Manual</td>
</tr>
<tr>
<td>Decay</td>
<td>2–7</td>
<td></td>
</tr>
<tr>
<td>Dry Time</td>
<td>(2–14) d</td>
<td></td>
</tr>
<tr>
<td>φ (suction head) for soil type: clay to sand</td>
<td>(1.93–12.6) in.</td>
<td>SWMM Manual (Table A.2)</td>
</tr>
<tr>
<td>θ’ (conductivity)</td>
<td>0.01–4.74 in./h</td>
<td>SWMM Manual (Table A.2)</td>
</tr>
<tr>
<td>IMDmax (initial soil moisture deficit)</td>
<td>0.37–0.50 (in fraction)</td>
<td>Chow et al. 1988</td>
</tr>
</tbody>
</table>

The calibration parameters for SWAT along with major references are summarized in Table 2. The major calibrated parameters include basin (SURLAG, ESCO, EPCO), subbasin (CANNX), soil (SOL_AWC(1) %, SOL_K(1) %, SOL_BD(1)), groundwater and its recharge (ALPHA_BF, GWQMIN, GW_DELAY, REVAPMN, RCHRG_DP, GW_REVAP), channel routing (CH_N2, CH_K2, ALPHA_BNK), and land use or management (CN2 %). During calibration, simulated streamflows were compared with observed historical streamflows at USGS 03575100. Both models were calibrated and validated during the periods 2004–2008, and 2009–2013 respectively. The performance of each model in simulating historical daily and monthly streamflows for FRW were evaluated using various statistics such as the coefficient of correlation (r), the coefficient of determination (R²), bias percentage, the mean square error (MSE), root mean square error (RMSE) and Nash-Sutcliffe efficiency (NSCE).

Table 2 Selected calibration parameters for SWAT model.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Type</th>
<th>Range</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALPHA_BF</td>
<td>gw</td>
<td>0.1–1.00</td>
<td>Van Liew et al. 2007; Santhi et al. 2006; SWAT User's Manual (Netitsch et al. 2002)</td>
</tr>
<tr>
<td>GW_DELAY</td>
<td></td>
<td>0–500</td>
<td></td>
</tr>
<tr>
<td>GWQMIN</td>
<td></td>
<td>0–5000</td>
<td></td>
</tr>
<tr>
<td>REVAPMN</td>
<td></td>
<td>0–500</td>
<td></td>
</tr>
<tr>
<td>RCHRG_DP</td>
<td></td>
<td>0.0–1.0</td>
<td></td>
</tr>
<tr>
<td>GW_REVAP</td>
<td></td>
<td>0.02–0.4</td>
<td></td>
</tr>
<tr>
<td>CH_N2</td>
<td>.te</td>
<td>0.02–0.15</td>
<td>Chow 1959; SWAT User's Manual</td>
</tr>
<tr>
<td>CH_K2</td>
<td>.rte</td>
<td>0.01–250</td>
<td></td>
</tr>
<tr>
<td>ALPHA_BNK</td>
<td></td>
<td>0.0–1.0</td>
<td></td>
</tr>
<tr>
<td>SURLAG</td>
<td>.bsn</td>
<td>0.05–20</td>
<td>SWAT User’s Manual</td>
</tr>
<tr>
<td>ESCO</td>
<td></td>
<td>0.01–1.0</td>
<td></td>
</tr>
<tr>
<td>EPCO</td>
<td></td>
<td>0.01–1.0</td>
<td></td>
</tr>
<tr>
<td>CN2 (%)</td>
<td>.mgt</td>
<td>−0.2–0.2</td>
<td>Santhi et al. 2006; Van Liew et al. 2007</td>
</tr>
<tr>
<td>(−20%–20%)</td>
<td></td>
<td>(−20%–20%)</td>
<td></td>
</tr>
<tr>
<td>CANMX</td>
<td>.hru</td>
<td>0.01–5.0</td>
<td>SWAT User’s Manual</td>
</tr>
<tr>
<td>SOL_AWC(1) (%)</td>
<td>.sol</td>
<td>−0.5–0.5</td>
<td></td>
</tr>
<tr>
<td>(−50%–50%)</td>
<td></td>
<td>−0.25–0.25</td>
<td></td>
</tr>
<tr>
<td>SOL_K(1) (%)</td>
<td></td>
<td>−0.25–0.25</td>
<td></td>
</tr>
<tr>
<td>(−25%–25%)</td>
<td></td>
<td>1.1–1.9</td>
<td></td>
</tr>
<tr>
<td>SOL_BD(1)</td>
<td></td>
<td>0.01–5.0</td>
<td></td>
</tr>
</tbody>
</table>

3 Results

3.1 SWMM Model Calibration

FRW was divided into subbasins. The total area of subbasins located upstream and draining into USGS 03575100 was considered during model calibration and validation. SWMM was calibrated by varying major parameters (as summarized in Table 1) within their ranges and performing sensitivity analysis. Of the three infiltration models (Horton, Green–Ampt and Curve Number) available within the SWMM model, the Horton equation and the Green–Ampt model were used during model calibration. SWMM can use parameters as lumped or distributed for each infiltration model. Both options were used for each infiltration model and simulations were carried out to compare the results given by both approaches. As discussed earlier, calibration parameters were obtained based on watershed characteristics (available from watershed boundary maps) and relevant literature. Calibration was performed for both infiltration methods and the model was run twice for each method. Model parameters were lumped for one run and distributed for the other run to observe which option gave the better SWMM model performance.
Table 3 summarizes the final values of the calibrated parameters based on daily time steps. The table also summarizes calibration statistics to simulate observed daily and monthly streamflows. Comparison of simulated and observed streamflows for daily and monthly time steps for both methods resulted in similar correlation coefficients (daily $r = 0.35$ and monthly $r = 0.70$). The simulated daily streamflows did not correlate well with observed streamflows. RMSE was higher for lumped calibration compared to distributed calibration. In comparing both infiltration methods, RMSE was higher for the Horton method except during monthly time steps. RMSE varied from 74 m$^3$/s to 178 m$^3$/s for daily time steps, and from 2 m$^3$/s to 56 m$^3$/s for monthly time steps. The bias was 6% for daily time steps and 6.2%–8.4% for monthly time steps during the study period. The lower NSCE index (0.08–0.16 for daily time steps, 0.13–0.23 for monthly time steps) indicates model streamflow simulations were unacceptable in uncertainty, and unsatisfactory for conducting further analysis with the same model setup.

Table 3  SWMM model calibration results.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Infiltration Method</th>
<th>Calibration Type</th>
<th>Time Steps</th>
<th>Percent Impervious</th>
<th>Width</th>
<th>Slope</th>
<th>Nimpervious</th>
<th>Npervious</th>
<th>Manning’s $N$ (open channel)</th>
<th>$\varphi$</th>
<th>$K$</th>
<th>IMDmax</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Horton</td>
<td>Distributed</td>
<td>Daily</td>
<td>±10%</td>
<td>±30%</td>
<td>±30%</td>
<td>0.012</td>
<td>0.138</td>
<td>0.064</td>
<td>0.025</td>
<td>0.124</td>
<td>5.441–11.178</td>
</tr>
<tr>
<td></td>
<td>Horton</td>
<td>Lumped</td>
<td>Daily</td>
<td>±10%</td>
<td>±30%</td>
<td>±30%</td>
<td>0.010–0.014</td>
<td>0.055–0.399</td>
<td>0.03–0.12</td>
<td>0.017–0.087</td>
<td>0.00136</td>
<td>0.381–0.422</td>
</tr>
<tr>
<td></td>
<td>Green–Ampt</td>
<td>Lumped</td>
<td>Daily</td>
<td>±10%</td>
<td>±30%</td>
<td>±30%</td>
<td>0.399</td>
<td>0.399</td>
<td>0.093</td>
<td>0.03–0.12</td>
<td>0.03</td>
<td>0.399–0.422</td>
</tr>
<tr>
<td></td>
<td>Green–Ampt</td>
<td>Distributed</td>
<td>Daily</td>
<td>±10%</td>
<td>±30%</td>
<td>±30%</td>
<td>0.010–0.014</td>
<td>0.055–0.399</td>
<td>0.399</td>
<td>0.03–0.12</td>
<td>0.03</td>
<td>0.399–0.422</td>
</tr>
</tbody>
</table>

Table 4 summarizes the calibrated parameters, their final values and calculated statistics based on simulated and observed daily and monthly streamflows. The SWAT model was also run for two cases (case 1 and case 2), which is helpful in evaluating model effectiveness in simulating observed streamflows for different conditions. Case 1 results were calculated with land use <5% lumped, soil <10% lumped, and slope <20% lumped. Lumped here represents that the percentages of land use, soil and slope that were less than the assigned threshold percentage were not considered during model simulation. Case 2 was simulated by reducing the lumped percentage to a minimum value to check if any significant changes in results occurred compared to the results from case 1. Case 2 results were calculated based on 0 land use lumped, soil <5% lumped and slope <10% lumped.

Comparison of simulated and observed daily streamflows showed a good representation of base flows and peak flows during the study period (2004–2013). As shown in Figure 3 (for case 2), both simulated and observed daily streamflows during the calibration period (2004–2008) followed similar patterns and magnitudes except for some extreme streamflows. A lower magnitude for extreme streamflows during the starting period could be due to a model limitation in simulating extreme peaks during the warming up period (usually taken to be 2 y–3 y from startup). The calculated statistics for both cases (case 1 and case 2) and for daily and monthly streamflows are summarized in Table 4. For both cases, simulated daily streamflows resulted in good $r$ (0.60–0.80) and $R^2$ (0.37–0.63), higher NSCE index (0.38–0.63 for daily, 0.72–0.89 for monthly), lower bias (12.1%–13.8%),

Figure 2 shows the comparison of simulated (using the Green–Ampt infiltration method) and observed monthly streamflows during the period 2004–2013. Simulated streamflows represent base flow well but underestimate some higher peaks (e.g. 2011–2012) and overestimate lower peaks (e.g. 2005–2006, 2009–2011). As shown in Table 3, change in calibration parameters based on different models (lumped or distributed) and methods (Horton or Green–Ampt) did not improve the results significantly. However, using a range of parameters based on a distributed model minimized RMSE for both methods (56 m$^3$/s to 2 m$^3$/s for Horton, 17.9 m$^3$/s to 12.7 m$^3$/s for Green–Ampt).

Figure 2 Modeled vs observed monthly streamflow (m$^3$/s) during the period 2004–2013 using the Green–Ampt infiltration method in SWMM.

3.2 SWAT Model Calibration

The SWAT model was calibrated and validated using daily (2004–2009) and monthly (2010–2013) streamflow data. Table 4 summarizes the calibrated parameters, their final values and calculated statistics based on simulated and observed daily and monthly streamflows. The SWAT model was also run for two cases (case 1 and case 2), which is helpful in evaluating model effectiveness in simulating observed streamflows for different conditions. Case 1 results were calculated with land use <5% lumped, soil <10% lumped, and slope <20% lumped. Lumped here represents that the percentages of land use, soil and slope that were less than the assigned threshold percentage were not considered during model simulation. Case 2 was simulated by reducing the lumped percentage to a minimum value to check if any significant changes in results occurred compared to the results from case 1. Case 2 results were calculated based on 0 land use lumped, soil <5% lumped and slope <10% lumped.

Comparison of simulated and observed daily streamflows showed a good representation of base flows and peak flows during the study period (2004–2013). As shown in Figure 3 (for case 2), both simulated and observed daily streamflows during the calibration period (2004–2008) followed similar patterns and magnitudes except for some extreme streamflows (e.g. 2004). A lower magnitude for extreme streamflows during the starting period could be due to a model limitation in simulating extreme peaks during the warming up period (usually taken to be 2 y–3 y from startup). The calculated statistics for both cases (case 1 and case 2) and for daily and monthly streamflows are summarized in Table 4. For both cases, simulated daily streamflows resulted in good $r$ (0.60–0.80) and $R^2$ (0.37–0.63), higher NSCE index (0.38–0.63 for daily, 0.72–0.89 for monthly), lower bias (12.1%–13.8%),
and lower RMSE (22 m\(^3\)/s–31 m\(^3\)/s) compared to calibration statistics (see Table 3 above) for SWMM. The higher NSCE index indicates that model streamflow simulation was acceptable and adequate to perform additional analysis with the same model setup.

Table 4  SWAT model calibration results.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Calibrated Values</th>
<th>Calibration/Validation Results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Case 1</td>
<td>Case 2</td>
</tr>
<tr>
<td>ALPHA_BF</td>
<td>1.000</td>
<td>0.469</td>
</tr>
<tr>
<td>GW_DELAY</td>
<td>0.010</td>
<td>0.091</td>
</tr>
<tr>
<td>GWQMIN</td>
<td>1000</td>
<td>10,350</td>
</tr>
<tr>
<td>REVAPMN</td>
<td>98.775</td>
<td>312.160</td>
</tr>
<tr>
<td>RCHRG_DP</td>
<td>0.327</td>
<td>0.054</td>
</tr>
<tr>
<td>GW_REVAP</td>
<td>0.033</td>
<td>0.400</td>
</tr>
<tr>
<td>CH_N2</td>
<td>0.024</td>
<td>0.150</td>
</tr>
<tr>
<td>CH_K2</td>
<td>249.590</td>
<td>136.02</td>
</tr>
<tr>
<td>ALPHA_BNK</td>
<td>0.975</td>
<td>0.993</td>
</tr>
<tr>
<td>SURLAG</td>
<td>20.000</td>
<td>11.646</td>
</tr>
<tr>
<td>ESCO</td>
<td>0.215</td>
<td>0.233</td>
</tr>
<tr>
<td>EPCO</td>
<td>1.000</td>
<td>0.637</td>
</tr>
<tr>
<td>CN2 (%)</td>
<td>0.180</td>
<td>0.196</td>
</tr>
<tr>
<td>CANMK</td>
<td>0.118</td>
<td>5.000</td>
</tr>
<tr>
<td>SOL_AWC(1) (%)</td>
<td>−0.399</td>
<td>0.500</td>
</tr>
<tr>
<td>SOL_K(1) (%)</td>
<td>−0.217</td>
<td>0.171</td>
</tr>
<tr>
<td>SOL_BD(1)</td>
<td>1.100</td>
<td>1.100</td>
</tr>
</tbody>
</table>

Figure 3  Comparison of simulated and observed daily streamflows during 2004–2013 (case 2).

Figure 4 shows the comparison of simulated and observed monthly streamflows during the period 2004–2013 for cases 1 and 2. Simulated monthly streamflows followed similar patterns for both cases with some differences in magnitude only; the simulated streamflows were comparatively higher for case 2 than case 1. For both cases, simulated monthly streamflows showed a very good representation of observed monthly streamflows and resulted in better statistics compared to daily streamflows. For case 1, base flows and most of the lower peaks were well represented except for some underestimation of higher peaks (e.g. 2004–2005, 2009–2011). For case 2, both base flows and peak flows were well represented during 2004–2013 (except 2011). As summarized in Table 4, simulated monthly streamflows for both cases resulted in higher \( r \) (0.86–0.97) and \( R^2 \) (0.73–0.93), lower bias (12.2%–13.9%), and lower RMSE (5.6 m\(^3\)/s–9.2 m\(^3\)/s). A comparatively better performance for case 2 was due to different model run conditions as discussed earlier (land use not lumped, soil <5% lumped and slope <10% lumped). Changing basin characteristics, soil and land use conditions directly affected various components of the hydrological cycle (e.g. soil moisture storage, infiltration, evaporation, transpiration and base flows) and thus resulted in higher or lower streamflows.

4 Conclusions

This study evaluated the suitability of the application of two widely used hydrological models (SWMM and SWAT) in a mixed land use watershed. Both models have been used in various studies in the past and were found to be effective in various regions and conditions. Both models were initially developed for specific purposes and have limitations. Thus this study is very relevant for particular study areas where the application of models varies based on their effectiveness. The results from this study depended on the initial model development assumptions related to the model application. SWAT was found to be more effective for areas of FRW that consisted of mixed land use with predominantly forest and agricultural land uses. Results based on visual streamflow patterns and statistical calculations showed SWAT to
be more suitable than SWMM for FRW. In a parallel ongoing study (Acharya 2017) a calibrated SWAT model was used to evaluate the impacts of climate change on water quantity for FRW. However, one should always consider the limitations of the study before its application.

As discussed earlier, hundreds of references could be found which showed much better results for SWMM compared to this study when it was used for an urban environment (which is what SWMM was initially developed for) and smaller drainage areas. Again, additional studies have also showed better simulation statistics when SWMM was used for rural, semiarboreal mixed land use watersheds where basin area was very small, smaller than (larger numbers of studies) or of similar size to (countable number of studies) this study area. The results given by SWMM in this study were comparatively poor and unacceptable for additional analysis without modification. However, in comparison to results from this study, other studies with better statistics were found to have used different modeling setups (considered as aquifer or groundwater components), to have a dominant land cover of mixed land use, to use different or updated model versions (SWMM 5.1 or PCSWMM), to have smaller subcatchment areas draining to the outlet, to include more weather stations and more observed streamflow locations (gages) inside the watershed during calibration, to use different calibration techniques (e.g. fewer parameters for the trial and error method or auto calibration if available), to have different simulation time steps (sub-daily or hourly based on data availability), to give single storm or rainfall event based simulation, and to use different routing techniques (kinematic or dynamic wave). Examples of these differences can be found in Beling et al. 2011, Chen et al. 2016, Chung et al. 2011, El-Sharif 1998, Jang et al. 2007, Jun et al. 2010, Perrelli and Irvine 2013, Smith et al. 2005 and Tillinghast et al. 2011.

Some of the major differences just listed might have contributed to the weaker performance of SWMM in runoff prediction although it was difficult to exactly infer the cause of the poor results based solely on this case study. Unlike major studies that have demonstrated the application of SWMM in a small storm hydrology, for this study the model was calibrated for a larger watershed (60% of FRW area, ~860 km², drained to the calibrated point) and used larger subcatchments (varying from 18 km² to 168 km²), and drained at a single outlet downstream rather than an outlet for each subcatchment. Therefore, the accuracy of rainfall runoff and simulated runoff that was routed to each subcatchment was reduced for larger and elongated subcatchments in this study (Camorani et al. 2005). Additional flow gauge stations at subcatchment outlets and the discretization of basins into smaller subbasins would improve verification and help to predict streamflow more accurately for larger basins. This study calculated infiltration loss with no consideration of groundwater flow. The study catchment is predominantly pervious (agricultural and forested land uses), so increased infiltration and baseflow contributed to total streamflow during significant rainfall events. However, the underestimation of some peak flows and total streamflow volume could be due to lack of a groundwater parameter and the use of daily time steps in the simulation. The simulation results from this study should be further tested and verified by using an updated model with increased parameterization, including infiltration or recharge to the aquifer in order to incorporate groundwater flow, to more completely predict total streamflow. Although the use of reliable climate data (for this study, mainly rainfall distribution data) is always recommended for the better overall performance of both models, the use of dynamic wave routing (to account for backwater effects, if any) and model simulation at smaller time steps (to capture peak and extreme flows) is suggested to improve SWMM model results.

On the other hand, better simulation results for the SWAT model could be obtained through various factors, as discussed earlier, such as applying SWAT to predominantly agricultural and forested land uses (which is what SWAT was initially developed for), the use of an up-to-date SWAT version that includes autocalibration (better sensitivity and uncertainty analysis), the consideration of groundwater flow that contributes additional total runoff volume, continuous simulation, and the calculation of water balance and runoff volumes while representing watershed and physical processes through HRUs.

The results and conclusions obtained from this study are limited to FRW and watersheds with similar characteristics. Application of a model is not restricted to a single watershed and its characteristics, but model suitability for any region can be evaluated in a manner similar to that used in this study. The types of models and modeling techniques used in this study can be applied to watersheds of various scales. However, comparison with more hydrologic models, and longer time series data (e.g. climate, soil and land use) records to perform extended periods of calibration will provide more insights to the selection of suitable hydrological models and additional analysis of the watershed. The use of experimental or observed parameter values to represent various physical processes within the model would reduce the number of calibration parameters, improve calibration results, and provide a better analysis of model outcomes.
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